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Analyzing the study of Riemannian geometry we see that its basic concepts are related with some operators, such as shape, Ricci, Schouten operator, etc. and functions constructed of them, such as mean curvature, scalar curvature, Gauss-Kronecker curvature, etc. The most natural and useful functions are the ones derived from algebraic invariants of these operators, e.g., by taking trace, determinant and in general the $r$-th symmetric functions $\sigma_{r}$. However, the case $r>1$ is strongly nonlinear and therefore more complicated. The powerful tool to deal with this problem is the Newton transformation $T_{r}$ of an endomorphism $A$ (strictly related with the Newton's identities) which, in a sense, enables a linearization of $\sigma_{r}$,

$$
(r+1) \sigma_{r+1}=\operatorname{tr}\left(A T_{r}\right) .
$$

Although this operator appeared in geometry many years ago (see, e.g., $[21,29])$, there is a continues increase of applications of this operator in different areas of geometry in the last years (see, among others, [1, 2, 3, 8 , $10,17,18,23,24,25,28])$.

All these results cause a natural question, what happen if we have a family of operators i.e. how to define the Newton transformation for a family of endomorphisms. A partial answer to this question can be found in the literature (operator $T_{r}$ and the scalar $S_{r}$ for even $r$ [5, 15]), nevertheless, we expect that this case is much more subtle. This is because in the case of family of operators we should obtain more natural functions as in the case of one operator and consequently more information about geometry. In order to do this, for any multi-index $u$ and generalized elementary symmetric polynomial $\sigma_{u}$ we introduce transformations depending on a system of linear endomorphisms. Since these transformations have properties analogous to the Newton transformation (and in the case of one endomorphism coincides with it) we call this new object generalized Newton transformation (GNT) and denote by $T_{u}$. The concepts of GNT is based on the variational formula for the $r$-th symmetric function

$$
\frac{d}{d \tau} \sigma_{r+1}(\tau)=\operatorname{tr}\left(T_{r} \cdot \frac{d}{d \tau} A(\tau)\right)
$$

[^0]which is crucial in many applications and, as we will show, characterize Newton's transformations. Surprisingly enough, according to knowledge of the authors, GNT has never been investigated before.

## 1. Generalized Newton transformation (GNT)

Let $A$ be an endomorphism of a $p$-dimensional vector space $V$. The Newton transformation of $A$ is a system $T=\left(T_{r}\right)_{r=0,1, \ldots}$ of endomorphisms of $V$ given by the recurrence relations:

$$
\begin{aligned}
& T_{0}=1_{V}, \\
& T_{r}=\sigma_{r} 1_{V}-A T_{r-1}, \quad r=1,2, \ldots
\end{aligned}
$$

Here $\sigma_{r}$ 's are elementary symmetric functions of $A$. If $r>p$ we put $\sigma_{r}=0$. Equivalently, each $T_{r}$ may be defined by the formula

$$
T_{r}=\sum_{j=0}^{r}(-1)^{j} \sigma_{r-j} A^{j} .
$$

Observe that $T_{p}$ is the characteristic polynomial of $A$. Consequently, by Hamilton-Cayley Theorem $T_{p}=0$. It follows that $T_{r}=0$ for all $r \geq p$.

The Newton transformation satisfies the following relations [21]:
(N1) Symmetric function $\sigma_{r}$ is given by the formula

$$
r \sigma_{r}=\operatorname{tr}\left(A T_{r-1}\right) .
$$

(N2) Trace of $T_{r}$ is equal

$$
\operatorname{tr} T_{r}=(p-r) \sigma_{r} .
$$

(N3) If $A(\tau)$ is a smooth curve in $\operatorname{End}(V)$ such that $A(0)=A$, then

$$
\frac{d}{d \tau} \sigma_{r+1}(\tau)_{\tau=0}=\operatorname{tr}\left(\frac{d}{d \tau} A(\tau)_{\tau=0} \cdot T_{r}\right), \quad r=0,1, \ldots, p
$$

Condition (N3) is the starting point to define generalized Newton transformations

Let $V$ be a $p$-dimensional vector space (over $\mathbb{R}$ ) equipped with an inner product $\langle$,$\rangle . For an endomorphism A \in \operatorname{End}(V)$, let $A^{\top}$ denote the adjoint endomorphism, i.e. $\langle A v, w\rangle=\left\langle v, A^{\top} w\right\rangle$ for every $v, w \in V$. The space $\operatorname{End}(V)$ is equipped with an inner product

$$
\langle\langle A, B\rangle\rangle=\operatorname{tr}\left(A^{\top} B\right), \quad A, B \in \operatorname{End}(V) .
$$

Let $\mathbb{N}$ denote the set of nonnegative integers. By $\mathbb{N}(q)$ denote the set of all sequences $u=\left(u_{1}, \ldots, u_{q}\right)$, with $u_{j} \in \mathbb{N}$. The length $|u|$ of $u \in \mathbb{N}(q)$
is given by $|u|=u_{1}+\ldots+u_{q}$. Denote by $\operatorname{End}^{q}(V)$ the vector space End $(V) \times \ldots \times \operatorname{End}(V)(q$-times $)$. For $\mathbf{A}=\left(A_{1}, \ldots, A_{q}\right) \in \operatorname{End}^{q}(V)$, $t=\left(t_{1}, \ldots, t_{q}\right) \in \mathbb{R}^{q}$ and $u \in \mathbb{N}(q)$ put

$$
\begin{aligned}
t^{u} & =t_{1}^{u_{1}} \ldots t_{q}^{u_{q}} \\
t \mathbf{A} & =t_{1} A_{1}+\ldots+t_{q} A_{q}
\end{aligned}
$$

By a Newton polynomial of A we mean a polynomial $P_{\mathbf{A}}: \mathbb{R}^{q} \rightarrow \mathbb{R}$ of the form $P_{\mathbf{A}}(t)=\operatorname{det}\left(1_{V}+t \mathbf{A}\right)$. Expanding $P_{\mathbf{A}}$ we get

$$
P_{\mathbf{A}}(t)=\sum_{|u| \leq p} \sigma_{u} t^{u}
$$

where the coefficients $\sigma_{u}=\sigma_{u}(\mathbf{A})$ depend only on $\mathbf{A}$. Observe that $\sigma_{(0, \ldots, 0)}=$ 1. It is convenient to put $\sigma_{u}=0$ for $|u|>p$.

Consider the following (music) convention. For $\alpha$ we define functions $\alpha^{\sharp}: \mathbb{N}(q) \rightarrow \mathbb{N}(q)$ and $\alpha_{b}: \mathbb{N}(q) \rightarrow \mathbb{N}(q)$ as follows

$$
\begin{aligned}
\alpha^{\sharp}\left(i_{1}, \ldots, i_{q}\right) & =\left(i_{1}, \ldots, i_{\alpha-1}, i_{\alpha}+1, i_{\alpha+1}, \ldots, i_{q}\right), \\
\alpha_{b}\left(i_{1}, \ldots, i_{q}\right) & =\left(i_{1}, \ldots, i_{\alpha-1}, i_{\alpha}-1, i_{\alpha+1}, \ldots, i_{q}\right),
\end{aligned}
$$

i.e. $\alpha^{\sharp}$ increases the value of the $\alpha$-th element by 1 and $\alpha_{b}$ decreases the value of $\alpha$-th element by 1 . It is clear that $\alpha^{\sharp}$ is the inverse map to $\alpha_{b}$.

Now, we may state the main definition. The generalized Newton transformation of $\mathbf{A}=\left(A_{1}, \ldots, A_{q}\right) \in \operatorname{End}^{q}(V)$ is a system of endomorphisms $T_{u}=T_{u}(\mathbf{A}), u \in \mathbb{N}(q)$, satisfying the following condition (generalizing (N3)):

For every smooth curve $\tau \mapsto \mathbf{A}(\tau)$ in $\operatorname{End}^{q}(V)$ such that $\mathbf{A}(0)=\mathbf{A}$
(GNT)

$$
\begin{aligned}
\frac{d}{d \tau} \sigma_{u}(\tau)_{\tau=0} & \left.=\sum_{\alpha}\left\langle\left.\left\langle\frac{d}{d \tau} A_{\alpha}(\tau)_{\tau=0}\right)^{\top} \right\rvert\, T_{\alpha_{b}(u)}\right\rangle\right\rangle \\
& =\sum_{\alpha} \operatorname{tr}\left(\frac{d}{d \tau} A_{\alpha}(\tau)_{\tau=0} \cdot T_{\alpha_{b}(u)}\right)
\end{aligned}
$$

From the above definition it is not clear that generalized Newton transformation exists. In order to show the existence of Generalized Newton transformation, we introduce the following notation.

For $q, s \geq 1$ let $\mathbb{N}(q, s)$ be the set of all $q \times s$ matrices, whose entries are elements of $\mathbb{N}$. Clearly, the set $\mathbb{N}(1, s)$ is the set of multi-indices $i=$ $\left(i_{1}, \ldots, i_{s}\right)$ with $i_{1}, \ldots, i_{s} \in \mathbb{N}$, hence $\mathbb{N}(s)=\mathbb{N}(1, s)$. Moreover, every matrix $\mathbf{i}=\left(i_{l}^{\alpha}\right) \in \mathbb{N}(q, s)$ may be identified with an ordered system $\mathbf{i}=$ $\left(i^{1}, \ldots, i^{q}\right)$ of multi-indices $i^{\alpha}=\left(i_{1}^{\alpha}, \ldots, i_{s}^{\alpha}\right)$.

If $i=\left(i_{1}, \ldots, i_{s}\right) \in \mathbb{N}(s)$ then its length is simply the number $|i|=$ $i_{1}+\ldots+i_{s}$. For $\mathbf{i}=\left(i^{1}, \ldots, i^{q}\right) \in \mathbb{N}(q, s)$ we define its weight as an multiindex $|\mathbf{i}|=\left(\left|i^{1}\right|, \ldots,\left|i^{q}\right|\right) \in \mathbb{N}(q)$. By the length $\|\mathbf{i}\|$ of $\mathbf{i}$ we mean the length of $|\mathbf{i}|$, i.e., $\|\mathbf{i}\|=\sum_{\alpha}\left|i^{\alpha}\right|=\sum_{\alpha, l} i_{l}^{\alpha}$.

Denote by $\mathbb{I}(q, s)$ a subset of $\mathbb{N}(q, s)$ consisting of all matrices $\mathbf{i}$ satisfying the following conditions:
(1) every entry of $\mathbf{i}$ is either 0 or 1 ,
(2) the length of $\mathbf{i}$ is equal to $s$,
(3) in every column of $\mathbf{i}$ there is exactly one entry equal to 1 , or equivalently $\left|\mathbf{i}^{\top}\right|=(1, \ldots, 1)$.
We identify $\mathbb{I}(q, 0)$ with a set consisting of the zero vector $0=[0, \ldots, 0]^{\top}$.
Let $\mathbf{A} \in \operatorname{End}^{q}(V), \mathbf{A}=\left(A_{1}, \ldots, A_{q}\right)$, and $\mathbf{i} \in \mathbb{N}(q, s)$. By $\mathbf{A}^{\mathbf{i}}$ we mean an endomorphism (composition of endomorphisms) of the form

$$
\mathbf{A}^{\mathbf{i}}=A_{1}^{i_{1}^{1}} A_{2}^{i_{1}^{2}} \ldots A_{q}^{i_{q}^{q}} A_{1}^{i_{2}^{1}} \ldots A_{q}^{i_{2}^{q}} \ldots A_{1}^{i_{s}^{1}} \ldots A_{q}^{i_{g}^{q}} .
$$

In particular, $\mathbf{A}^{0}=1_{V}$.
Theorem 1.1. For every system of endomorphisms $\mathbf{A}=\left(A_{1}, \ldots, A_{q}\right)$, there exists unique generalized Newton transformation $T=\left(T_{u}: u \in \mathbb{N}(q)\right)$ of $\mathbf{A}$. Moreover, each $T_{u}$ is given by the formula

$$
\begin{equation*}
T_{u}=\sum_{s=0}^{|u|} \sum_{\mathbf{i} \in \mathbb{I}(q, s)}(-1)^{\|\mathbf{i}\|} \sigma_{u-\mathbf{i} \mid} \mathbf{A}^{\mathbf{i}}, \tag{1.2}
\end{equation*}
$$

where $\sigma_{u-|\mathbf{i}|}=\sigma_{u-|\mathbf{i}|}(\mathbf{A})$.
As a consequence of above theorem we obtain:
Theorem 1.3 (Generalized Hamilton-Cayley Theorem). Let $T=\left(T_{u}\right.$ : $u \in \mathbb{N}(q))$ be the generalized Newton transformation of A. Then for every $u \in \mathbb{N}(q)$ of length greater or equal to $p$ we have $T_{u}=0$.

Moreover the generalized Newton transformation $T=\left(T_{u}: u \in \mathbb{N}(q)\right)$ of A satisfies the following recurrence relations:

## Theorem 1.4.

$$
\begin{align*}
T_{0} & =1_{V}, & & \text { where } 0=(0, \ldots, 0),  \tag{1.5}\\
T_{u} & =\sigma_{u} 1_{V}-\sum_{\alpha} A_{\alpha} T_{\alpha_{b}(u)} & & \\
& =\sigma_{u} 1_{V}-\sum_{\alpha} T_{\alpha_{b}(u)} A_{\alpha}, & & \text { where }|u| \geq 1 .
\end{align*}
$$

## 2. Applications to extrinsic geometry

Let $(M, g)$ be an oriented Riemannian manifold, $D$ a $p$-dimensional (transversally oriented) distribution on $M$. Let $q$ denotes the codimension of $D$. For each $X \in T_{x} M$ there is unique decomposition

$$
X=X^{\top}+X^{\perp}
$$

where $X^{\top} \in D_{x}$ and $X^{\perp}$ is orthogonal to $D_{x}$. Denote by $D^{\perp}$ the bundle of vectors orthogonal to $D$. Let $\nabla$ be the Levi-Civita connection of $g$. $\nabla$ induces connections $\nabla^{\top}$ and $\nabla^{\perp}$ in vector bundles $D$ and $D^{\perp}$ over $M$, respectively.

Let $\pi: P \rightarrow M$ be the principal bundle of orthonormal frames (oriented orthonormal frames, respectively) of $D^{\perp}$. Clearly, the structure group $G$ of this bundle is $G=O(q)(G=S O(q)$, respectively).

Every element $(x, e)=\left(e_{1}, \ldots, e_{q}\right) \in P_{x}, x \in M$, induces the system of endomorphisms $\mathbf{A}(x, e)=\left(A_{1}(x, e), \ldots, A_{q}(x, e)\right)$ of $D_{x}$, where $A_{\alpha}(x, e)$ is the shape operator corresponding to $(x, e)$, i.e.

$$
A_{\alpha}(x, e)(X)=-\left(\nabla_{X} e_{\alpha}\right)^{\top}, \quad X \in D_{x}
$$

Let $T(x, e)=\left(T_{u}(x, e)\right)_{u \in \mathbb{N}(q)}$ be the generalized Newton transformation associated with $\mathbf{A}(x, e)$.

The bundle $\pi: P \rightarrow M$ and the vector bundles $T M \rightarrow M, D \rightarrow M$, $D^{\perp} \rightarrow M$ induce the pull-back bundles

$$
E=\pi^{-1} T M, \quad E^{\prime}=\pi^{-1} D \quad \text { and } \quad E^{\prime \prime}=\pi^{-1} D^{\perp} \quad \text { over } P,
$$

each with a fiber $\left(\pi^{-1} T M\right)_{(x, e)}=T_{x} M,\left(\pi^{-1} D\right)_{(x, e)}=D_{x}$ and $\left(\pi^{-1} D^{\perp}\right)_{(x, e)}=$ $D_{x}^{\perp}$, respectively. We have

$$
E=E^{\prime} \oplus E^{\prime \prime}
$$

Moreover, the connections $\nabla, \nabla^{\top}, \nabla^{\perp}$ of $g$ induce pull-back connections $\nabla^{E}, \nabla^{E^{\prime}}$ and $\nabla^{E^{\prime \prime}}$ in $E, E^{\prime}$ and $E^{\prime \prime}$, respectively.

Define the section $Y_{u} \in \Gamma(E), u \in \mathbb{N}(q)$ as follows

$$
\begin{equation*}
Y_{u}(x, e)=\sum_{\alpha, \beta} T_{\beta_{b} \alpha_{b}(u)}(x, e)\left(\nabla_{e_{\alpha}} e_{\beta}\right)^{\top}+\sum_{\alpha} \sigma_{\alpha_{b}(u)}(x, e) e_{\alpha} . \tag{2.1}
\end{equation*}
$$

Observe that the first component of $Y_{u}$ is a section of $E^{\prime}$, whereas the second component is a section of $E^{\prime \prime}$. The section $Y_{u}$ and the vector field $\widehat{Y_{u}} \in \Gamma(T M)$ obtained from $Y_{u}$ by integration on the fibers of $P$ play a fundamental role in our considerations.

Lemma 2.2. The divergence of $Y_{u}$ is given by the formula

$$
\begin{aligned}
& \operatorname{div}_{E} Y_{u}=-|u| \sigma_{u}+\sum_{\alpha, \beta}\left[\operatorname{tr}\left(R_{\alpha, \beta} T_{\beta_{b} \alpha_{b}(u)}\right)+g\left(\operatorname{div}_{E^{\prime}} T_{\beta_{b} \alpha_{b}(u)}^{*},\left(\nabla_{e_{\alpha}} e_{\beta}\right)^{\top}\right)\right. \\
& \left.-g\left(H_{D^{\perp}}, T_{\beta_{b} \alpha_{b}(u)}\left(\nabla_{e_{\alpha}} e_{\beta}\right)^{\top}\right)+\sum_{\gamma} g\left(\left(\nabla_{e_{\alpha}} e_{\gamma}\right)^{\top}, T_{\beta_{b} \alpha_{b}(u)}\left(\nabla_{e_{\gamma}} e_{\beta}\right)^{\top}\right)\right]
\end{aligned}
$$

where $H_{D^{\perp}}$ denotes the mean curvature vector of the distribution $D^{\perp}$.
Put

$$
\begin{equation*}
\widehat{\sigma_{u}}(x)=\int_{P_{x}} \sigma_{u}(x, e) d e=\int_{G} \sigma_{u}\left(x, e_{0} a\right) d a, \tag{2.3}
\end{equation*}
$$

where $\left(x, e_{0}\right)$ is a fixed element of $P_{x}$. We call $\widehat{\sigma_{u}}$ 's extrinsic curvatures of a distribution $D$. Moreover, we define total extrinsic curvatures

$$
\begin{equation*}
\sigma_{u}^{M}=\int_{M} \widehat{\sigma_{u}}(x) d x \tag{2.4}
\end{equation*}
$$

Since the projection $\pi$ in the bundle $P$ is a Riemannian submersion, then by Fubini theorem

$$
\sigma_{u}^{M}=\int_{P} \sigma_{u}(x, e) d(x, e)
$$

Theorem 2.5. Assume $M$ is closed. Then, for any $u \in \mathbb{N}(q)$, the total extrinsic curvature $\sigma_{u}^{M}$ satisfies

$$
\begin{align*}
|u| \sigma_{u}^{M} & =\sum_{\alpha, \beta} \int_{P}\left(\operatorname{tr}\left(R_{\alpha, \beta} T_{\beta_{b} \alpha_{b}(u)}\right)+g\left(\operatorname{div}_{E^{\prime}} T_{\beta_{b} \alpha_{b}(u)}^{*},\left(\nabla_{e_{\alpha}} e_{\beta}\right)^{\top}\right)\right.  \tag{2.6}\\
& -g\left(H_{D^{\perp}}, T_{\beta_{b} \alpha_{b}(u)}\left(\nabla_{e_{\alpha}} e_{\beta}\right)^{\top}\right)+\sum_{\gamma} g\left(\left(T_{\beta_{b} \alpha_{b}(u)}^{*}\left(\nabla_{e_{\alpha}} e_{\gamma}\right)^{\top},\left(\nabla_{e_{\gamma}} e_{\beta}\right)^{\top}\right)\right)
\end{align*}
$$

where $H_{D^{\perp}}$ denotes the mean curvature vector of distribution $D^{\perp}$.
By Theorem 2.5, we have in particular

$$
\sigma_{\alpha^{\sharp}(0, \ldots, 0)}^{M}=0
$$

and

$$
\begin{align*}
& 2 \sigma_{\alpha^{\sharp} \beta^{\sharp}(0, \ldots, 0)}^{M}=\int_{P}\left(\left(\operatorname{Ric}_{D}\right)_{\alpha, \beta}-g\left(H_{D^{\perp}},\left(\nabla_{e_{\alpha}} e_{\beta}\right)^{\top}\right)\right.  \tag{2.7}\\
&\left.+\sum_{\gamma} g\left(\left(\nabla_{e_{\alpha}} e_{\gamma}\right)^{\top},\left(\nabla_{e_{\gamma}} e_{\beta}\right)^{\top}\right)\right),
\end{align*}
$$

where $\left(\operatorname{Ric}_{D}\right)_{\alpha, \beta}=\operatorname{Ric}_{D}\left(e_{\alpha}, e_{\beta}\right)$ and $\operatorname{Ric}_{D}$ is the Ricci curvature operator in the direction of $D$, i.e.,

$$
\operatorname{Ric}_{D}(X, Y)=\sum_{i} g\left(R\left(f_{i}, X\right) Y, f_{i}\right)
$$

where $\left(f_{i}\right)$ is an orthonormal basis of $D$.
If $D$ is integrable i.e. $D$ defines a foliation $\mathcal{F}$ then above theorems generalized some well known facts:

Corollary 2.8. Assume $M$ is closed. Then, for any $u \in \mathbb{N}(q)$, total extrinsic curvature $\sigma_{u}^{M}$ of a distribution $D$ with totally geodesic normal bundle is of the form

$$
|u| \sigma_{u}^{M}=\sum_{\alpha, \beta} \int_{P} \operatorname{tr}\left(R_{\alpha, \beta} T_{\beta_{b} \alpha_{b}(u)}\right) .
$$

Corollary 2.9. Assume $(M, g)$ is closed and of constant sectional curvature $\kappa$. Let $\mathcal{F}$ be a foliation on $M$ with totally geodesic and integrable normal bundle $\mathcal{F}^{\perp}$. Then the total extrinsic curvatures of $\mathcal{F}$ depend on $\kappa$, the volume of $M$ and the dimension of $\mathcal{F}$ only.

Moreover we may also obtain formulae of Brito and Naveira [13] for mean extrinsic curvature $S_{r}$

$$
\int_{M} S_{r}=\left\{\begin{aligned}
\binom{\frac{p}{2}}{\frac{2}{2}}\binom{q+r-1}{r}\left(\begin{array}{c}
\frac{q+r-1}{\frac{r}{r}}
\end{array}\right)^{-1} \kappa^{\frac{r}{2}} \operatorname{vol}(M) & \text { for } p \text { even and } q \text { odd } \\
2^{r}\left(\left(\frac{r}{2}\right)!\right)^{-1}\left(\left(^{\frac{q}{2}+\frac{r}{2}-1} \frac{r}{2}-1\right)\binom{\frac{p}{2}}{\frac{r}{2}} \kappa^{\frac{r}{2}} \operatorname{vol}(M)\right. & \text { for } p \text { and } q \text { even } \\
0 & \text { otherwise }
\end{aligned}\right.
$$

## References

[1] L. J. Alias, A. G. Colares, Uniqueness of spacelike hypersurfaces with constant higher order mean curvature in generalized Robertson-Walker spacetimes, Math. Proc. Camb. Phil. Soc. 143, 703-729 (2007).
[2] L. J. Alias, J. M. Malacarne, Constant scalar curvature hypersurfaces with spherical boundary in Euclidean space, Rev. Mat. Iberoamericana 18, 431-432 (2002).
[3] L. J. Alias, S. de Lira, J. M. Malacarne, Constant higher-order mean curvature hypersurfaces in Riemannian spaces, J Inst. of Math. Jussieu 5(4), 527-562 (2006).
[4] K. Andrzejewski, P. Walczak, The Newton transformations and new integral formulae for foliated manifolds, Ann. Glob. Anal. Geom. (2010), Vol. 37, 103-111.
[5] K. Andrzejewski, P. Walczak, Extrinsic curvatures of distributions of arbitrary codimension, J. Geom. Phys. 60 (2010), no. 5, 708-713.
[6] K. Andrzejewski, P. Walczak, Conformal fields and the stability of leaves with constant higher order mean curvature, Differential Geom. Appl. 29 (2011), no. 6, 723729.
[7] P. Baird, J. C. Wood, Harmonic morphisms between Riemannian manifolds, London Mathematical Society Monograph (N.S.) No. 29, Oxford University Press, Oxford (2003).
[8] J. L. M. Barbosa, A. G. Colares, Stability of hypersurfaces with constant r-mean curvature, Ann. Global Anal. Geom. 15, 277-297 (1997).
[9] J. L. M. Barbosa, K. Kenmotsu, G. Oshikiri, Foliations by hypersurfaces with constant mean curvature, Mat. Z. 207, 97-108 (1991).
[10] A. Barros, P. Sousa, Compact graphs over a sphere of constant second order mean curvature, Proc. Am. Math. Soc. 137(9), 3105-3114 (2009).
[11] F. Brito, R. Langevin, H. Rosenberg, Integrales de courbure sur des varits feuilletes, J. Diff. Geom. 16 (1980), 19-50.
[12] F. Brito, P. Chacón and A. M. Naveira, On the volume of unit vector fields on spaces of constant sectional curvature, Comment. Math. Helv. 79 (2004) 300-316
[13] F. Brito, A. M. Naveira, Total extrinsic curvature of certain distributions on closed spaces of constant curvature, Ann. Global Anal. Geom. 18, 371-383 (2000).
[14] V. Brinzanescu, R. Slobodeanu, Holomorphicity and the Walczak formula on Sasakian manifolds, J. Geom. Phys. 57 (2006), no. 1, 193-207.
[15] L. Cao, H. Li, r-Minimal submanifolds in space forms, Ann. Global Anal. Geom. 32 (2007), 311-341.
[16] I. Chavel, Riemannian Geometry. A Modern Introduction, Cambridge Studies in Advanced Mathematics, 98. Cambridge University Press, Cambridge (2006).
[17] X. Cheng, H. Rosenberg, Embedded positive constant r-mean curvature hypersurfaces in $M^{m} \times \mathbb{R}$, An. Acad. Brasil. Cienc. 77 (2005), no. 2, 183-199.
[18] M. Gursky, J. Viaclovsky, A new variational characterization of three-dimensional space forms, Invent. Math. 145 (2001), no. 2, 251-278.
[19] S. Helgason, Groups and geometric analysis. Integral geometry, invariant differential operators, and spherical functions, American Mathematical Society, Providence, RI (2000).
[20] G. Reeb, Sur la courbure moyenne des varits intgrales dune quation de Pfaff $\omega=0$, C. R. Acad. Sci. Paris 231 (1950), 101-102.
[21] R. Reilly, Variational properties of functions of the mean curvatures for hypersurfaces in space forms, J. Differential Geom. 8 (1973), 465-477.
[22] R. Reilly, On the first eigenvalue the Laplacian for compact submanifolds of Euclidean space, Comment. Math. Helvetici. 52 (1977), 465-477.
[23] H. Rosenberg, Hypersurfaces of constant curvature in space of forms, Bull. Sci. Math. (1993), Vol 117, 211-239.
[24] V. Rovenski, Integral formulae for a Riemannian manifold with two orthogonal distributions, Cent. Eur. J. Math. 9 (2011), no. 3, 558-577.
[25] V. Rovenski, P. Walczak, Topics in Extrinsic Geometry of Codimension-One Foliations, Springer (2011).
[26] M. Svensson, Holomorphic foliations, harmonic morphisms and the Walczak formula, J. London Math. Soc. (2) 68 (2003), no. 3, 781-794.
[27] P. Tondeur, Geometry of Foliations, Birkhauser Verlag (1997)
[28] J. Viaclovsky, Some fully nonlinear equations in conformal geometry, Differential equations and mathematical physics (Birmingham, AL, 1999) (Providence, RI), Amer. Math. Soc., Providence, (2000), 425-433.
[29] K. Voss, Einige differentialgeometrische Kongruenzsfitze ftir geschlossene Flfichen und Hyperflichen, Math. Ann. 131 (1956), 180-218.
[30] P. Walczak, An integral formula for a Riemannian manifold with two orthogonal complementary distributions, Colloq. Math. 58 (1990), no. 2, 243-252.

Faculty of Mathematics and Computer Science
Łódź University Banacha 22, 90-238 Łódź, Poland
E-mail: wojciech@math.uni.lodz.pl


[^0]:    Extended Abstract (joint paper with K. Andrzejewski and K. Niedzialomski)
    (c) 2013 Wojciech Kozłowski

